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MESSAGE FROM THE CHAIRMAN

It is with great pleasure that | extend my warm greetings to all the sglllillgll\J/IBABNAll(QI‘T\'cS)'

participants, speakers, and esteemed guests of the National
Conference on Innovative Challenges in Deep Learning and Its
Applications-NCICDLA-25. As the Chairman of this prestigious
Engineering College, | am truly honored to witness the convergence of
brilliant minds and cutting-edge research in one of the most dynamic
and transformative fields of our time—Deep Learning

Deep learning has revolutionized numerous sectors, from healthcare to finance, from autonomous
systems to natural language processing. As we continue to push the boundaries of technology, it is
essential to address the challenges that lie ahead—whether it be in model optimization, data
security, or real-world deployment. This conference serves as an ideal platform to foster
collaboration, share innovative ideas, and explore the latest advancements in this rapidly evolving
field.

Our institution is committed to nurturing young talent and fostering an environment of innovation.
By hosting this conference, we aim to contribute to the collective knowledge and explore the real-
world applications that can be transformed by deep learning. | hope this event sparks meaningful
discussions, encourages collaboration, and inspires new avenues of research and development.

I wish you all an intellectually enriching experience during this conference, and | am confident that
the insights shared here will pave the way for future breakthroughs in deep learning and its
applications

Let us continue to innovate, challenge conventional boundaries, and shape the future together.

KOYE.SUBBA RAO
Chairman, KITS.
28thMarch-2025.



MESSAGE FROM THE SECRETARY

It gives me immense pleasure to welcome all the distinguished
participants, speakers, and esteemed guests to the National SRI K. SHEKHAR,
Conference on Innovative Challenges in Deep Learning and Its SECRETARY, KITS.
Applications-NCICDLA-25. As the Secretary of this esteemed
Engineering College, | am excited to see the gathering of experts and
enthusiasts in the field of Deep Learning, a domain that continues to

redefine the future of technology.
Deep learning is at the forefront of technological advancement, influencing a wide range of

industries, from healthcare and artificial intelligence to automation and beyond. However, as we
embrace its potential, we must also confront the challenges it presents—be it through model
scalability, ethical concerns, or real-world implementation. This conference is an excellent
opportunity to engage in insightful discussions, share breakthrough research, and explore
innovative solutions to these challenges.

Our institution has always prioritized the advancement of knowledge and innovation. By hosting
this conference, we aim to create a space for collaborative dialogue and foster an environment
that nurtures new ideas and approaches. | am confident that the knowledge shared here will not
only enhance our understanding of deep learning but also contribute to solving real-world
problems through its applications.

| wish you all a fruitful and enriching experience during the conference, and | hope the discussions
here will ignite new paths of discovery and collaboration that will shape the future of deep
learning.

KOYE.SEKHAR
Secretary, KITS.
28t March,2025



MESSAGE FROM THE PRINCIPAL

It is with great enthusiasm that | extend my warm greetings to all the I?"* P Babu,
participants, researchers, and distinguished speakers at the National Principal, KITS.
Conference on Innovative Challenges in Deep Learning and Its
Applications-NCICDLA-25. As the Principal of this esteemed
Engineering College, | am deeply honored to witness such a gathering of
brilliant minds and visionaries in the field of Deep Learning, a
technology that is reshaping the world we live in.

The transformative power of deep learning is undeniable, and its applications are vast and
impactful across industries such as healthcare, transportation, finance, and artificial intelligence.
However, as we explore the boundless possibilities, we must also address the challenges that
come with it—be it in terms of algorithmic efficiency, data privacy, or scalability. This conference
provides an excellent platform to delve into these challenges and share innovative solutions that
will drive the future of deep learning.

Our institution has always been at the forefront of fostering cutting-edge research and innovation.
By hosting this conference, we aim to create a platform for intellectual exchange and collaboration
among students, faculty, and industry experts.

I am confident that this conference will inspire new ideas, spark collaborations, and pave the way
for future advancements in deep learning and its diverse applications. | wish all the participants an
enriching and thought-provoking experience, and | look forward to the exciting discussions that
will unfold over the course of this event.

Dr.P.Babu
Principal, KITS
28" March,2025



MESSAGE FROM THE DIRECTOR-ACADEMICS
[

It is with immense pleasure and pride that | welcome all the
distinguished delegates, speakers, researchers, and participants to the
National Conference on Innovative Challenges in Deep Learning and
Its Applications-NCICDLA-25. As the Director of Academics at this
esteemed Engineering College, I am delighted to witness the
convergence of intellects from various fields to discuss and explore one
of the most transformative and dynamic technologies of our time—Deep

Learning.
Deep learning has not only revolutionized industries but is also making significant contributions to

solving some of the most complex challenges in fields like healthcare, robotics, natural language
processing, and more. However, as with any groundbreaking technology, deep learning presents
its own unique set of challenges, ranging from model accuracy and efficiency to ethical
implications and real-world implementation. This conference provides an exceptional platform to
address these challenges and discuss innovative solutions that will guide the future of this
technology.

Dr. K. Hari Babu
Director-Academics, KITS.

At our college, we have always emphasized the importance of academic excellence,
interdisciplinary collaboration, and practical application of knowledge. Hosting this conference is a
reflection of our commitment to fostering a culture of research and innovation. We believe that
such collaborative engagements not only enhance the academic experience but also provide
valuable opportunities for growth and discovery in emerging technologies like deep learning.

I hope this conference serves as an inspiration for all participants to challenge existing paradigms,
explore novel ideas, and forge collaborations that will shape the future of deep learning and its
vast applications. | wish all attendees a fruitful and intellectually stimulating experience.

Dr. K. Hari Babu
Director-Academics, KITS

28" March,2025



MESSAGE FROM THE CONFERENCE CHAIR

[It is with great pleasure that | extend my warmest greetings to all
participants, speakers, and contributors of the National Conference on
Innovative Challenges in Deep Learning and its Applications-
NCICDLA-25. This conference is a vital platform for researchers,
academicians, and industry professionals to come together and
exchange insights on the latest advancements, methodologies, and real-
world implementations in deep learning.

Dr. G. Murali
Conference Chair

As deep learning continues to revolutionize diverse fields such as computer vision, natural
language processing, healthcare, finance, and beyond, this conference aims to foster meaningful
discussions on the challenges and opportunities that emerge from this evolving landscape. We are
proud to host distinguished keynote speakers, technical paper presentations, and interactive
sessions that reflect the depth and breadth of current research in this domain.

I would like to express my sincere gratitude to all authors who submitted their valuable work, the
reviewers for their meticulous evaluation, and the organizing committee for their dedicated efforts
in ensuring the success of this event. Special thanks also go to our sponsors and partners for their
unwavering support.

| encourage each of you to actively engage in the discussions, forge new collaborations, and take
advantage of this opportunity to expand your knowledge and network. Together, we can address
the innovative challenges in deep learning and contribute to shaping the future of this impactful
field.

Wishing you all a productive and enriching conference experience.

Dr. G. Murali
Conference Chair
28 March,2025



MESSAGE FROM THE CONFERENCE CONVENER
[ ]

It is my distinct honor to welcome you to the Proceedings of the Do 5 L 2L G LT [

National Conference on Innovative Challenges in Deep Learning and
its Applications-NCICDLA-25. This compilation of research papers
reflects the hard work, dedication, and innovative thinking of the
authors who have contributed to advancing the field of deep learning.

These proceedings showcase a diverse range of topics, highlighting both theoretical insights and
practical implementations that address key challenges in deep learning. We believe this collection
will serve as a valuable reference for researchers, academicians, and industry professionals alike.

| extend my sincere gratitude to all the authors for sharing their invaluable work, the reviewers for
their thoughtful evaluations, and the organizing committee for their diligent efforts in making this
conference a success. | also thank our distinguished speakers for their contributions and our
sponsors for their invaluable support. | am really grateful to Chairman Sir, Secretary Sir, Principal
Sir, Director Sir and the Head of the Department Dr.G.Murali for their constant support and
encouragement in making this conference a grand success.

| encourage readers to explore these proceedings, engage with the presented ideas, and build
upon the research presented to further advance the field.
Wishing you an insightful and enriching experience.

Dr. S. Radhakrishnan,
Conference Convener
28™ March,2025

Conference Convener



FOREWORD BY THE CHI.EF GUEST-NCICDLA-25

It is with great pleasure that | extend my heartfelt congratulations to the [Ieiudaer eIl

CHIEF GUEST-NCICDLA-25

organizers, contributors, and participants of the National Conference on
Innovative Challenges in Deep Learning and its Applications-NCICDLA-
25. This conference serves as a remarkable platform for researchers,
academicians, and industry professionals to exchange knowledge,
explore cutting-edge advancements, and address the multifaceted
challenges in the dynamic field of deep learning.

Deep learning, a powerful subset of artificial intelligence, continues to revolutionize various
sectors, including healthcare, finance, automotive, and natural language processing. While its
potential to enhance decision-making, automate complex processes, and uncover intricate
patterns is immense, numerous technical and practical challenges remain. The insightful
discussions and innovative solutions presented in this conference reflect the collective
commitment of the research community to advance this field.

This proceedings document is a testament to the dedication and intellectual rigor demonstrated by
the authors who have contributed their original research, innovative ideas, and novel
methodologies. The diverse range of topics covered here highlights the interdisciplinary nature of
deep learning and its far-reaching impact. | am confident that the knowledge encapsulated in
these pages will inspire new ideas, foster collaboration, and contribute meaningfully to both
academic inquiry and practical applications.

| commend the organizers for creating this platform and encourage all readers to engage deeply
with the presented works. May this conference proceedings ignite further research and innovation,
driving deep learning toward greater achievements and societal benefit.

| extend my best wishes to all the participants for their future endeavours and look forward to
witnessing the remarkable contributions this conference will inspire.

Dr.M.H.M.Krishna Prasad
Professor-CSE and Director-1QAC, JNTUK.
Chief Guest-NCICDLA-25.




FOREWORD BY THE KEYNOTE SPEAKER-NCICDLA-25

. . Dr. Hima Bindu
| am honoured to present this foreword for the National Keynote Speaker-NCICDLA-25

Conference on Innovative Challenges in Deep Learning and its
Applications-NCICDLA-25. This conference is a vital forum for
exploring the latest developments, research trends, and emerging
challenges in the fast-evolving domain of deep learning.

Deep learning has made remarkable strides in recent years, enabling breakthroughs in
image recognition, natural language processing, medical diagnosis, and numerous other
domains. As we embrace these advancements, it is equally crucial to identify the technical
obstacles and ethical considerations that accompany them. This conference serves as a
significant step in that direction, bringing together researchers and practitioners to
address these challenges and propose innovative solutions.

The papers and presentations compiled in these proceedings reflect extensive research
and creative insights from experts across diverse disciplines. Each contribution offers a
valuable perspective on improving deep learning models, enhancing performance, and
expanding their applicability in real-world scenarios. | believe these works will serve as a
rich resource for both seasoned researchers and those new to the field.

| extend my sincere appreciation to the conference organizers for fostering this
environment of knowledge-sharing and collaboration. | am confident that the discussions
held here will inspire new ideas and advance the frontiers of deep learning research.

| congratulate all contributors for their remarkable efforts and wish them continued
success in their research pursuits.

Dr. Hima Bindu

Assistant Professor (Gr 1) in CSE & Dean Student Welfare,
NIT-Andhra Pradesh,

Keynote Speaker-NCICDLA-25.
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IMPACT OF ARTIFICIAL INTELLIGENCE ON SPEECH
LANGUAGE PATHOLOGY
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ABSTRACT: Speech disorders like aphasia, disruption, stuttering of voice and apraxia shed a mark on the quality
of life of individuals. This research focuses on integration of Al for performing a better assessment rather than
manual intervention which can prove time consuming. The audio recording of the individual is converted into the
accurate frequency range for diagnosis, STFT is used to analyze frequency of individual’s voice and is used for
audio analysis and processing of the speech as well. A DNN model is used for classification and to solve problems
by providing personalized exercise recommendations. STFT also splits the signal into several smaller time
segments. Regular Fourier Transformations doesn’t represent time whereas STFT shows at what time the
frequencies are present. DNN has the scalability to deal with larger datasets. It is also used to identify the emotional
tone of the speech and is used in sentiment analysis as well. These technologies support each other so as to facilitate
the examination of speech, to make sure that the individuals with speech and language issues will receive the best
therapy possible.

Index Terms: Deep Neural Networks, Short Term Fourier Transforms.

l. INTRODUCTION known. In the hidden layer, the information is taken

Speech therapy increases skills in speech and
writing language, learning, thinking, memory, and
attention as well. STFT is used for the processing
of audio signal, DNN is machine learning
algorithm and it is similar to ANN, it imitates the
information processing of the brain. There are 3
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FIGURE 1. DNN Architecture
layers such as input layer, hidden layer and the

output layer, In the input layer the information is

from the input layer The output layer produces the
final result. In this model ReLU is used as an
activation function and it adds non linearity to the
network which is suitable for detecting the complex
patterns, softmax is used in the output layer to solve
multiclass classification problem and produces
accurate probabilities.

RESEACH PROBLEM:

Doctors often find it hard to diagnose patients with

speech impairments, manual intervention can prove

both time consuming and expensive. So, we are
introducing the neural network based artificial
intelligence model to better speech diagnosis and
real-time assesment.

RESEARCH GAPS:

In the previous research, multi modal modeling is

used but they are not much accurate. So, to provide
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better accuracy we are using Al-based models. The
previous research lacks in the real time
implementation in the speech diagnosis.The
previous research only mentions archiving of the
data but didn’t mention long-term monitoring of
speech.

1. LITERATURE REVIEW

Shamiha Binta Manir et. Al (2024), Aphasia
is a disorder that occurs when a damage is inflicted
on language areas of brain. Conventional systems
find it difficult to process aphasic speech. BERT is
used here to predict target word by utilizing
preceding and succeeding words for patients with
aphasia. Aphasia Bank is the dataset used to
develop the model. This study highlights the usage
of BERT to aid aphasic patients.

Orla Cooney etal (2024),Mood logging is a
practice where emotional state of the individual is
tracked which proves beneficiary to Mental Health
Practitioners (MHPs), speech agents could be
employed for better analysis of emotional data for
real time interaction and reporting but the problem
arises with data privacy and noisy data issues which
deviates from the original goal of capturing
emotional state ,the studies emphasizes that speech
agents should complement rather than replace
human-led interventions

Jianxin Xiong et.al (2023), Dyslexia is a learning
disorder that makes it hard for the individual to read
and leads to error when reading aloud. Reading
therapy is used to combat this. Traditional Methods
involve manual intervention which can be time
consuming and expensive, Al driven approach is
presented here which uses deep learning techniques.
Convolutional Neural Networks along with Long
Term Short Term Memory are together to analyze
facial and speech features of the individual for
emotional state

Rémi Blandin et.al (2023), The study compares 1D
and 3D models to create synthetic speech and check
speech naturalness, 1D model is found to be fast but
less accurate whereas 3D exhibited higher accuracy
when it comes to vowels like /o/ and /u/ and is able
to capture high pitched sounds. It highlights the
importance of using Al based speech systems for
virtual assistants and speech therapy tool to provide
a natural sounding feedback to the user.

Yuanyuan Liu et.al (2023), This paper proposes an
automatic system for Parkinson’s Disease (PD)

KITS-NCICDLA-25-CONFERENCE PROCEEDINGS

assessment using speech representations  of
phonation and articulation. It analyzes universal
phonological and glottal features alongside prosodic
features. The study emphasizes multimodal speech
analysis for objective, scalable PD monitoring.

Michal Krecichwost et.al (2023), This paper
presents a 4D multimodal speaker for remote speech
diagnosis, combining a 15-channel microphone
array and stereovision cameras to capture audio-
visual articulation data. A data processing workflow
enables audio beamforming, synchronization, word
segmentation, and 3D mouth movement analysis. It
offers a high-quality solution for asynchronous
speech diagnosis, with future potential in computer-
aided speech disorder detection and therapy.

Anna Lekova et.al (2022), A System for Speech
and Language Therapy with a Potential to Work in
the 10T. This paper presents a Speech and Language
Therapy system for children with communication
disorders, integrating assistive technologies like the
NAO robot, Emotiv EPOC+ headset, EmoSan robot,
and Kinect sensor via Node-RED for IloT
connectivity.

Yuanyuan Liu et.al (2021 This paper introduces an
automatic, language-independent method for
assessing vowel articulation in dysarthric speech,
especially in Parkinson’s Disease (PD). Using a
universal phoneme recognizer eliminates manual
annotation by detecting corner vowels and analyzing
formant features. Validated on Finnish, Spanish, and
English dysarthric speech corpora, the method
shows strong correlations with expert assessments.
Future research aims to apply it to spontaneous
speech and early disease detection.

Michal Krecichwost et.al (2020), This paper
presents a multichannel speech acquisition system
for computer-aided diagnosis of sigmatism in
children. The system records speech using fifteen
spatially-organized microphones, allowing non-
invasive, repeatable speech signal acquisition.
Experiments confirmed the system's ability to detect
distinctive  airflow  patterns  in  different
pronunciations of sibilants, making it a promising
tool for speech disorder analysis and therapy

Giovanni Dimauro etal (2017), This study
explores using Google Speech-To-Text (STT) and
Voxtester software to objectively assess speech
intelligibility in Parkinson’s Disease (PD) patients.
Compared to healthy controls, PD patients showed
higher speech recognition error rates, indicating
impaired intelligibility. A second reading improved
recognition accuracy in elderly and PD groups
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Il. METHODOLOGY
A.  Objectives

¢ Relationship between DNN and STFT is
established as well as the comparison
between accents, pitch and sound quality in
therapies related to speech.

e Development of correct methods for
recognizing and assessing multi-feature
phonemes.

e Combines ReLU,softmax for easily
identifying complex phonemes and provides
correct probabilities.Enhances additional
development of speech-language therapy’s
progress in real-time

B. Process flow diagram

Start

v

Record Audio

v

Analyze Audio

v

Extract Features

v

Visualize Data

-

Diagnose Problem

v

Recommend Exercises

v

End

FIGURE 2. Process flow of the proposed concept

C. Implementation
e Data Collection & Pre-Processing: Real
time audio data is collected from patients with
speech impairments to detect speech patterns.

FIGURE 3: Speéch Waveform
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Short Term Fourier Transform is used
preprocessing the data to convert audio
signals to frequency content. It is used for the
extracting of narrow-band frequency content
in clear and noisy audio signals
It is used to provide constant absolute
bandwidth analysis for identifying harmonic
components and offers constant resolution in
two-dimensional representation

o Feature Extraction: GAF is used for
extracting essential features from the
frequency content for machine learning
applications. A Gramian angular field
produces image from a time series data
representing some kind of temporal
correlation between each pair of values from
the time series. Orientation of images can
affect the feature extraction Misalignment
can lead to incorrect analysis, HOG is used
for capturing the gradient structure from
converted image to avoid such
complications.

¢ Classification: A Deep neural network
contains multiple hidden layers between the
input and output layers, DNN is used for
classification of the image content we use 3
layers input layer, hidden and output layer.
ReLU is used in hidden layer to avoid
vanishing gradient problem and softmax to
detect non-linear relationships.The output
layer is used for binary classification of data
whether the patient is healthy or pathological.

¢ Final Outcome: The trained model is used
for classifying audio recordings in real time
and recommend exercises based on the
Individual’s condition.

V. RESULTS AND DISCUSSIONS

The Al based model analyzed live audio
recordings of Individuals followed by
preprocessing and extracting essential features
from it using Histogram of Oriented Gradients
The classification was further performed among
two classes, namely healthy and pathological by
training a Deep Neural Network Model. The
system succeeded in distinguishing between
healthy and pathological by utilizing the
recordings. Individuals classified as pathological
are recommended exercises to be practiced for
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betterment of their condition as shown in Fig.4

FIGURE 4: Output Screen for pathological

FIGURE 5: Recommended exercises

And those classified as healthy were given a positive

KITS-NCICDLA-25-CONFERENCE PROCEEDINGS

include usage of complex models such as
convolutional neural networks (CNNs) for refining
and extracting features and performing analysis and
detecting a wider range of speech disorders rather
than a limited number with a possible integration of
emotion detection for better accuracy
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Abstract— In this research paper, we incorporate
renewable energy, particularly solar energy, with modern
technologies 10T (Internet of Things) and Al (Artificial
Intelligence). The solar panel absorbs sunlight and converts
it into electricity. This electricity is stored in a battery. 10T
technology periodically checks the battery charge level,
while Al stops the charging once the battery is fully charged.
Furthermore, users can remotely monitor any battery
status updates through SMS notifications. The growing
usage of electric vehicles (EVS) is leading to unprecedented
growth in the demand for charging stations, however, the
current infrastructure available cannot support this
demand. Charging EVs at home leads to high electricity
bills while prolonging the duration of charging can
compromise the battery’s functionality and life span. In
addition, traditional sources of electricity are known to
produce greenhouse gases which defeats the purpose of the
sustainable goals set with the adoption of EVS. In response
to this problem, we suggest a solar-powered EV charger
that integrates 1oT and Al. Solar energy can greatly reduce
the costs of electricity while simultaneously easing the
dependence on fossil fuels and Traditional sources of
electricity. 10T allows remotely monitor the battery level of
the vehicle, Al can stop the charging process when the
battery is fully charged, avoiding over-charging the battery
and making it easier to prolong the battery lifespan.
Through SMS notifications, users can remotely monitor the
system for additional convenience. The system uses solar
power to charge EV batteries, Al technology for monitoring
battery levels, and self-stops charging at full capacity. Users
are informed of progress through SMS, guaranteeing
optimal and environmentally friendly charging. It cuts
electricity costs, lowers greenhouse gas emissions, enhances
battery longevity, and fosters sustainable transportation
infrastructure which makes it an efficient solution.

Keywords— : EV/(Electric Vehicles), loT (Internet of
Things), Al(Artificial Intelligence, Solar Panel, Battery
Monitoring

I.INTRODUCTION

Artificial Intelligence (Al) is a field of computer science that
aims to develop a machine or software capable of carrying out
activities, which, in normal circumstances, require human
intellect. These activities are called reasoning, learning,
problem- solving, language comprehension, perceiving,
decision-making, etc. Al systems are capable of simulating
cognitive functions, for instance, learning from experience
(data), changing because of new inputs, and executing tasks
with or without human supervision. The target aspect of
artificial intelligence (Al) development is to create systems that
exhibit human-like functions of thinking, learning, reasoning,
problem-solving, perception, and language comprehension. Al
improves efficiency and automates the performance of complex
undertakings in healthcare, finance, education, entertainment,
and many other domains by designing machines capable of
executing tasks that have traditionally required human
intelligence. The end objective is augmenting human actions by
eliminating manual, mind- numbing actions and enabling
intelligent autonomous decision- making while advancing
technologies for innovations that would improve human life
quality. The Internet of Things is a network of physical objects
that independently gather, share, and utilize data. Furthermore,
loT devices apply real-world sensors to data capture sensors.
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a) Problem Statement: This has helped in increasing the
need for an effective and reliable charging infrastructure,
there is a significant rise in demand for charging stations. The
rise of electric vehicle (EV) charging technologies also lends
over cost to home electricity bills, improves grid overloads,
and over battery life diminishment due to overcharging
cycles. Traditional electric power plants burning fossil fuels
lead to increased greenhouse gas emissions which makes the
adoption of Electric vehicles unfeasible. It tries to harness this
issue by proposing a Solar-powered EV charging system with
loT and Al integration for effective, affordable, and
environmentally friendly charging.

Il. LITERATURE REVIEW

Abdul Rauf Bhatti et al. [2024]: This paper emphasizes
the increasing demand for EV infrastructure and
energy  management systems (EMS), examining
developments in  charging  standards, battery
management, and integration of renewable energy. It
contrasts grid and PV-powered systems, focusing on the
advantages of rule-based EMS and decentralized
controls. The study offers insights into optimizing EV
charging strategies, which will direct future development.
Archna Kadam et.al.[2024]: This study centers on
optimizing EV efficiency through battery optimization,
smart charging algorithms, and thermal and load
management strategies. It points to techniques such as
pulse charging and cell balancing to improve battery life
and energy consumption. Increased focus is on future
battery innovations and predictive technologies for
better performance and standalone energy management
solutions. Sarika S. Kanojia et al. [2024]: In this paper, a
solar PV-based two-wheeler EV charger, designed with
MPPT optimization and simulated in MATLAB/Simulink,
is highlighted. It enables local AC load support during
zero-load conditions and employs 10T for monitoring and
remote system management through Thing Speak, using
Arduino UNO and ESP8266. A prototype proves its
realworld utility.

K. M. Ahasan Habib et al. [2023]: This research responds
to issues in EV battery management systems (BMS), such
as safety, cost, and temperature control. It identifies
prominent issues such as real-time SOC/SOH estimation
and thermal management while investigating future
directions such as intelligent algorithms and universal
BMS. Resolving these challenges is crucial to mass EV use
and enhanced BMS design. Naresh Kumar K et.al.[2023]:
The project is about harnessing renewable solar power to
charge electric cars, saving on electricity costs and
lowering greenhouse gas emissions. It incorporates 10T for
tracking battery levels, available through SMS.

Kah Yung Yap et al. [2022]: This review discusses
solar- powered BEV charging stations, touching on
challenges such as solar intermittency, energy storage,
and maintenance. It offers solutions such as
incorporating other renewables, battery swapping, and
virtual inertia devices to balance the energy supply
andavoid grid disturbances. Decentralized energy
management is advised to improve operations and
enable low- carbon transport.
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Research Gaps:

. This study looks for new approaches to EV
charging policies and compares traditional grid and renewable
energy charging systems.

. This improves the electric vehicle’s
performance level by optimizing the battery not only using
advanced charge techniques but also by incorporating thermal
management and load balancing.

. The prototype uses Arduino UNO with
esp8266 and thing speak for real-time data visualization and
system optimization.

. The project aims at using solar renewable
energy sources to charge EVs to lower electricity costs and
greenhouse gas emissions. It has Al and loT features that
monitor battery levels and send SMS messages when necessary.

. Especially useful in solar-powered stations
where charging speed may be increased.

Yan Wu et al. [2021]: The research suggests
maximizing solar PV capacity and intelligent EV charging to
minimize campus energy expenditure, realizing more than 20%
savings with complete EV adoption. Through improved
utilization of solar power, minimizing external energy
dependence, and storing surplus energy, it supports
sustainability while offering a cost- effective EV charging
solution for workplaces.

1.  METHODOLOGY

Solar panels are needed for sunlight to generate
electricity. To generate a stable energy charging unit the solar
panels with a power capacity of 60 Watts are connected with the
charge controller. Thus it controls this energy to the battery for
further storage application, an inverter converts DC-to-AC
power to drive the electric vehicle through the EVSE. The IOT
sensors like the Temperature sensor, VVoltage sensor, and Current
sensor gather the actual data of the system such as battery
temperature, current levels, and charging voltage. The data that
is sensed by the sensors are forwarded to the Arduino
Microcontroller to be processed. The Arduino processes
information and controls relay switches to govern the charging
process. Whenever the Electrical Vehicle is subjected to
overheating or the charging is up to the range the relay switch
will be triggered and it will stop the charging automatically to
the electric vehicle thus preventing the electric vehicle from
blasting. The LCD will be utilized for displaying the real-time
information for the user.

a. Objectives

. The primary focus of this paper is to discuss
employing solar power for powering EV charging stations,
where the goal is to lower electricity expenses and dependency
on fossil fuels (non- renewable resources such as solar energy).

. lIoT is made a part of the system so that it
monitors the battery level, and in real-time gives information
about charging.

. In Al we implement a based System Algorithm
for pre-defined rules this algorithm guarantees the battery
charging conditions and automatically terminates the charge
when it reaches its trigger point and it avoids Overheating or
Overcharging.

. Users can be notified via SMS about the
battery status, allowing remote monitoring and management of
the charging process using 10T.
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L. Initialization: o Power up loT sensors (temperature,
voltage, and current). o Set the threshold values for battery
temperature, voltage, and current. o Set SMS notification
parameters for real-time updates.

2. Input Collection: o Capture real-time data from loT
Sensors:

» Temperature sensor: Extracts battery temperature.

* Voltage sensor: Collects voltage provided to
thebattery.

« Current sensor: Detects current flow while charging.
3. Processing and Rule Evaluation: o Define rules based
on the objectives:

* Rule 1. If battery voltage > Maximum Voltage
(Trigger Point), stop charging.

* Rule 2: If battery temperature > Maximum
Temperature Threshold, stop charging.

* Rule 3: If current > Maximum Current Limit, stop
charging.

* Rule 4: If stopped charging, send an SMS alert to the
user. 0 Employ an if-else block or decision tree for rule
assessment in the microcontroller.

4. Action Execution: o Turn on/off the relay switch
according to rule conditions. o Update the LCD with the
system's real-time status. o Send SMS alerts regarding
charging status

5 Continuous Monitoring: o Iterate steps 2-4 in an
infinite loop until the charging is done or manually
interrupted.

LCD display

Fig 1: Architecture of the sunvolt
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IV. RESEHedst&ISieaS st PRI AIgorithm:

The system combines solar power, 10T, and Al to offer an
intelligent and environmentally friendly EV charging system.
Solar panels produce electricity, which is stored in a battery,
and loT sensors monitor the charge level and temperature of
the battery in real time. Al guarantees charging to
automatically halt when the battery is fully charged or
overheated, avoiding damage and improving battery safety
and lifespan. Users are also informed via SMS messages,
enabling them to track and control the charging process
remotely. The system not only minimizes electricity
expenditure and carbon footprint but also meets the increasing
demand for sustainable and efficient EV charging
infrastructure.
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Fig 6: Recharging Battery using Solar Panel

V. CONCLUSION

In conclusion, SunVolt is an innovative solution for the
future of electric vehicle (EV) charging, combining solar
energy, smart technology, and artificial intelligence to
address major transport challenges. Utilizing solar energy,
SunVolt minimizes the requirement for traditional sources
of power and contributes towards cleaner energy. Internet
of Things (IoT) technology enables the system to monitor
EV batteries in real-time, enhancing efficiency, safety, and
battery lifespan. The system automatically stops the
charging process, thus preventing overcharging, to make
the system more dependable and energy-savvy. SunVolt
can also be made to expand comfortably, which would
enable additional charging stations to be installed in
numerous locations, such as on highways, within cities,
and in isolated spots. It charges several EV models and is
prepared to evolve to accept future technology
innovations. This is how, in the future, SunVolt will
contribute greatly toward achieving a cleaner and
sustainable transport system.
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I .Abstract— The rise of fraudulent job postings on
online platforms presents a serious risk to job seekers,
resulting in financial losses and emotional turmoil. These
misleading listings often take advantage of users by
offering false information, unrealistic promises, and
ambiguous details, while also featuring suspicious URLS
that may lead to harmful or unreliable sites. The difficulty
lies in differentiating these fraudulent postings from
legitimate opportunities, as current systems frequently
lack the accuracy needed to recognize such subtle
patterns. This research proposes a novel solution to
address this issue by utilizing advanced machine learning
techniques in conjunction with natural language
processing (NLP). Unlike traditional methods that mainly
focus on obvious red flags or metadata, our model
examines both the textual and contextual elements of job
descriptions along with URL patterns. It detects signs of
fraud, such as vague job descriptions, urgency in
application deadlines, unrealistic claims, and suspicious
URL formats, creating a comprehensive detection
framework. The suggested system combines linguistic
analysis with the behavioral patterns of job listings and
URL assessments to develop a multi-faceted fraud
detection model. By evaluating both the textual content
and external links, the solution enhances accuracy and
offers real-time feedback to users regarding potentially
harmful or deceptive postings. Tested on a labeled
datasets of both genuine and fraudulent job
advertisements, including URL specific features, the
model shows improved performance compared to existing
methods, achieving high precision in identifying fake job
posts.

Keywords— Machine Learning, Natural Language
Processing, Logistic regression, Accuracy.

I1.INTRODUCTION

Machine learning is a technology that enables learning and
making predictions from predefined data without explicit
training. It falls under the umbrella of artificial intelligence.
In supervised learning, data is trained with labels. Job
seekers often struggle to differentiate between legitimate job
offers and scams, which frequently promise unrealistic
salaries that do not align with industry standards and
provide vague descriptions. This paper presents a machine
learning-based system designed to assist job seekers in
verifying job offers by analyzing descriptions for common
fraud indicators and employing natural language processing
to assess the legitimacy of related URLs. Various machine
learning algorithms, such as Random Forest, are utilized.
Logistic regression classifies offers as fake or real using
TF - IDF, which results in high-dimensional feature
spaces. Random Forest is employed to identify non-linear
patterns. The project's performance is evaluated using
metrics like Accuracy, Precision. Precision measures the
total positive cases out of predicted positive outcomes,
while F1-Score helps minimize false positives in this
context. Recall is used to identify positive cases. URLS are
analyzed based on domains, subdomains, protocols, and
HTTP. Typically, URLSs that include keywords like "apply-
now" are flagged as suspicious. This paper will examine the
fundamental structure of URLs. The system ultimately
provides a judgment on whether a job offer is genuine or

1U
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fraudulent, enabling users to make informed decisions and
steer clear of scams.
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A. Problem Statement

In today’s world, many job seekers are struggling to find
legitimate job opportunities across various platforms and
sectors. Scammers often lure job seekers with red flags in job

Fig 1: Machine Learning Model.

B. Research Gaps

According to our research, we have identified that
BERT bidirectional encoder representation from
the transformer is used for exploratory analysis
and highlights the class imbalance problem in
detecting fake jobs.

I1l. LITERATURE REVIEW

descriptions, such as

e unrealistic salary offers, vague job details, and

promises of easy’ money.

e In some instances, there may be genuine job
descriptions, but they could lead to fraudulent
URLSs. The machine learning methods currently in
use do not address all types of scams found in job

listings.

o Decision trees, logistic regression, and advanced
text analysis techniques are used for fraudulent

activities in the job market.

e Random Forest Classifier and multi layer perception

S.no Year Author’s

Avrticle title

Key findings

NatashaAkram

1 2024 et.al,

Online Recruitment Fraud (ORF) | o
Detection Using Deep Learning
Approaches

Bidirectional Encoder
Representations from
Transformers (BERT) and
Robustly Optimized

BERT-Pretraining Approach
(RoBERTa)

The utilization of hybrid

Oversampling techniques can
be considered.

SanjivniR.

2 2024 Kale et. al,

Learning

Fake job detection using machine

Logistic regression, support
vector machines, decision
trees.

Advancedtextanalysis
techniques,

Mavalluru.swat

3 2023 hi et.,al,

Prediction of fake job post using
machineLearning

KNN, decision tree, support
vectormachine, naive bayes

classifier,randomforest
classifier,multilayer
perceptron ,deepneural
network.

Highest classification accuracy

11
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2023

K. Swetha
et..al,

Fake Job Detection Using
Machine Learning Approach

KNN, decision tree, support
vectormachine, naive bayes
classifier, random forest
classifier,multilayer
perceptron, and deep neural
network

Deep Neural Network have the
highest classification accuracy
on average

2022

Sunkara.
Swarnadurga
devi

et..al,

Detection of Fake Job
Recruitment Using Machine
Learning

Single classifiers and ensemble
classifiers.

Supervised mechanism is used
to exemplify the use of several
classifiers.

2022

Priya
Khandagale
et.,al,

Fake Job Detection Using
Machine Learning

Supervised learning
algorithms as classification
techniques.

Detect bogus posts.

Classifiers for detecting job
scams. Random Forest is
effective

2021

C.S.Anita
et.,al,

Fake Job Detection and Analysis
Using Machine Learning and
Deep Learning Algorithms

Advanced deep learning as
well as machine learning
classification algorithms.

Bi-Directional LSTM gives the
most accurate result

2021

Bandam Naresh
et.,al,

Fake Job RecruitmentDetection
Using Machine Learning

Solitary classifiers and troupe
classifiers

Random Forest classifier beats
the classifiers used by its
competitors in terms of
accuracy

2020

ShawniDutta
et.,al,

Fake Job Recruitment Detection
UsingMachine Learning
Approach

Single classifier and ensemble
classifiers.

Random Forest Classifier,
Cohen-kappascore, F1-score,
MSE shows most significant
performance.

10

2020

Tin Van Huynh

Job Prediction:From Deep Neural
Network Models to Applications

Neuralnetwork models
including TextCNN,

Bi-GRU-LSTM-CNN, and Bi-
GRU-CNN with various pre-
trained word embeddings on IT
Job dataset
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[1] Tin Van Huynh et al. (2020), the authors discuss
various neural network models, including TextCNN,
Bi-GRU, LSTM-CNN, and Bi-GRU-CNN, utilizing
different pretrained word embeddings on the IT job
dataset. spelling and grammar.

2 NATASHA AKRAM et al. (2024) discuss
Bidirectional  Encoder  Representations  from
Transformers (BERT) and the Robustly Optimized
BERT-Pretraining Approach (RoBERTa),
emphasizing the importance of hybrid oversampling
techniques. Their Exploratory Data Analysis (EDA)
highlights the class imbalance issue in detecting fake
job postings.

13 Sanjivni R. Kale et al. (2024) focus on logistic
regression, support vector machines, decision trees,
and advanced text analysis techniques to identify
fraudulent activities in online job markets. This
project explores various machine learning models,
feature engineering methods, and evaluation metrics
to create effective detection systems.

4 Mavalluru Swathi et al. (2023) examine KNN,
decision trees, support vector machines, naive Bayes
classifiers, random forest classifiers, multilayer
perceptrons, and deep neural networks to predict
whether a job post is real or fraudulent. They
conducted experiments using the Employment Scam
Aegean Dataset (EMSCAD), which contains 18,000
samples, finding that deep neural networks excel in
this classification task.

5] K. Swetha et al. (2023) report that KNN, decision
trees, support vector machines, naive Bayes
classifiers, random forest classifiers, multilayer
perceptrons, and deep neural networks achieve the
highest average classification accuracy. They also
experimented with the EMSCAD dataset, which
includes actual fake job postings.

IV. METHODOLOGY

a. Objectives The rise of fraudulent job postings on
online platforms presents a serious risk to job
seekers, resulting in financial losses and emotional
turmoil. Scammers lure job seekers with red flags
in the job descriptions, such as unrealistic salary
offers, vague job details, and promises of easy
money. In some instances, there may be legitimate
descriptions, but they can also lead to fake URLs.

b.  Architecture
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[6] Sunkara, Swarna Durga Devi et al. (2022) discuss
single classifiers and ensemble classifiers in their
article. They illustrate the use of various classifiers
through a supervised mechanism, highlighting that
the Random Forest classifier outperforms its
counterparts. Their work on employment scam
detection aims to help job seekers identify legitimate
job offers from companies.

[11 Priya Khandagale et al. (2022) focus on supervised
learning algorithms as classification techniques for
detecting fraudulent posts. They emphasize the
effectiveness of classifiers in identifying job scams,
particularly noting the Random Forest classifier. The
article demonstrates the application of multiple
mechanisms through a supervised approach.

[B] C.S. Anita et al. (2021) explore machine learning
algorithms such as logistic regression, KNN
classifier, and The random forest algorithm for
classification purposes. They also introduce the deep
learning algorithm, Bi Directional LSTM, which is
utilized to train neurons for classification tasks. Their
findings indicate that Bi Directional LSTM vyields the
most accurate results in detecting fake job postings
compared to other classification algorithms.

[9) Bandam Nareshetal. (2021) present a supervised
approach to demonstrate the application of various
classifiers in identifying job fraud. They conclude
that the Random Forest classifier surpasses its
competitors in terms of accuracy.

[10] Shawni Dutta et al. (2020) examine both single and
ensemble classifiers, noting that the Random Forest
Classifier, along with metrics like Cohen- kappa
score, F1- score, and MSE, shows significant
performance. They assert that this classifier stands
out in comparison to others, making it a top choice.
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EMSCAD dataset is used to identify the fake jobs data
set used to train the model with 18000 samples as it will
provide a job description, job title, location, description,
and salary range by all researchers. The features in this
dataset are used as a reference for differentiating from
legitimate jobs. EMSCAD dataset helps process the data.

NLP techniques are applied to extract the textual patterns of
the data. TF-1DF stands for term-frequency Inverse document
frequency. It is a fundamental technique for handling textual
patterns.

The main purpose of TF-IDF is to specify the text in
numerical format. Using the values can extract the important
keywords from the job description provided in the sample
data. Most of the time, this is used to extract the most used
words in the job description and can detect red flags or
patterns.

Natural language patterns are used to extract the keywords,
and TF-IDF will serve as a baseline for simple models The
data is sourced from the EMSCAD dataset. Following
preprocessing, the model is trained using machine learning
algorithms such as Random Forest.

Our approach involves implementing the following process:

We will collect data using the EMSCAD dataset,
extracting URLs from job descriptions, and
employing natural language processing to
identify these URLSs.

Prior to training the model, we will preprocess
the job descriptions to pinpoint any red flags or
patterns and carry out feature extraction.

This paper will be implemented by developing a
user interface for the login and registration
pages, as well as a dashboard to analyze the
model's predictions.

We will utilize machine learning techniques
such as logistic regression, random forest,
support vector machines, and TF-IDF to train
the model. URLs will be analyzed based on their
domains and top-level domains (.org, .gov, .com)
through natural language processing.

After conducting performance testing, we will
evaluate the model's effectiveness using metrics
like accuracy, recall, precision, and F1-Score.

Once the model has been trained and tested, we
will deploy it using Flask. This process aims to
determine whether a job is legitimate or
fraudulent.

V. RESULTS & DISCUSSIONS

Fake job postings on online platforms pose a significant
threat to job seekers, leading to financial losses and stress.
These scams often make false promises, featuring red flags
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in the job descriptions such as unrealistic salary offers,
incomplete job details, and claims of easy money. In some
cases, there may be legitimate descriptions that include links
to fake URLs. Our platform provides verified data analysis of
job descriptions.

Distribution of Fraudulent vs Real Job Posts
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extract the important keywords from the job description
provided in the sample data. Most of the time, this is used to
extract the most used words in the job description and can
detect red flags or patterns. Natural lang